
DEEPER INSIGHTS, FASTER DESIGN CYCLES WITH INTEL® XEON® SCALABLE PROCESSORS  
INTES PERMAS* and Intel® Xeon® Scalable Processors

INTES PERMAS*
A Proven Solution for Mission-Critical FE Analysis1

• Among the most advanced finite element 
   software systems in the world
• Ideal for statics, dynamics, heat transfer, 
   fluid-structure acoustics, and optimization
• Widely used in automotive, ship design, 
   aerospace, and more  

• More cores for faster processing
• Higher memory bandwidth for higher core utilization
• Intel® Advanced Vector Extensions 512 (doubles 
   maximum floating-point operations per clock cyclea)

INTEL® XEON® SCALABLE PROCESSORS
A Leap Forward in Compute Power 

a versus prior-generation Intel® Xeon® processors with Intel® AVX2

TAKE YOUR ENGINEERING 
SIMULATIONS TO THE NEXT LEVEL

so you can:
• Build Larger Models 
• Study More Complex Physics
• Accelerate Your Design Cycles

Intel Xeon Scalable processors and Intel SSDs for NVMe deliver 
powerful performance gains even when compared to a previous-generation 

in-memory solution with a large, costly DRAM footprint.4

BETTER TOGETHER: GET HIGHER PERFORMANCE FOR YOUR PERMAS SIMULATIONS 
with Intel® Xeon® Scalable Processors and INTES PERMAS V16 

with the Intel® Xeon® Gold 6148 Processor and the Intel® Solid State Drive Data Center P3600 (Intel® SSD DC P3600)

UP TO 44% HIGHER 2-SOCKET PERFORMANCE2 
THAN A PREVIOUS-GENERATION SERVER 

Intel® Xeon®
processor E5-2680

(PERMAS V15)

Intel® Xeon®
processor E5-2697 v2

(PERMAS V15)

Intel® Xeon®
processor E5-2697 v3

(PERMAS V16)

Intel® Xeon®
processor E5-2697 v4

(PERMAS V16)

Intel® Xeon®
Gold 6148 processor

(PERMAS V16)

5.37X 3.97X 1.77X 1.44X
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with the Intel® Xeon® Platinum 8180 Processor and the Intel® SSD DC P3600

UP TO 56% HIGHER 4-SOCKET PERFORMANCE 
THAN A PREVIOUS-GENERATION SERVER3 

Intel® Xeon®
processor E7-8890 v3

(PERMAS V16)

Intel® Xeon®
processor E7-8890 v4

(PERMAS V16)

Intel® Xeon® Platinum
8180 processor
(PERMAS V16)

2.97X 1.56X
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Intel® Xeon® Platinum 8180 processor
(PERMAS V16)

Intel® Xeon® processor E7-8890 v4
(PERMAS V16)

1.42X
Memory + Intel SSD

786 GB DRAM
+

4 x Intel SSD DC
P3600 1.6 TB

Memory + Intel SSD

4 TB DRAM
+
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LEARN MORE
INTES PERMAS. www.intes.de  |  Intel® Xeon® Scalable Processors. www.intel.com/XeonScalable

Intel® SSD DC P3600. https://www.intel.com/content/www/us/en/products/memory-storage/solid-state-drives/data-center-ssds/dc-p3600-series.html

1 https://www.intes.de/kategorie_permas/einfuehrung
2 Testing conducted on INTES* PERMAS*, May 2017.  Intel® Xeon® processor E5-2680 based server configuration: 2-socket Intel® Xeon® processor E5-2680 (2.7 GHz, 8 cores), 160 GB memory (8 x 16 GB and 8 x 4 GB @1333 MT/s, DDR3), 4x SSD OCZ Vertex 2, CentOS* Linux* 7.1, Intel® Composer 2015.2.164, INTES PERMAS V15.10.12. Intel® Xeon® processor E5-2697 v2 based server configuration: 2-socket Intel® Xeon® processor E5-2697 v2 (2.7
  GHz, 12 cores), 128 GB memory (8x 16 GB @1600 MT/s, DDR3), 4x SSD Samsung 840pro, CentOS* Linux* 6.6, Intel® Composer 2011.sp1.13.367, INTES PERMAS V15.10.12. Intel® Xeon® processor E5-2697 v3 based server configuration: 2-socket Intel® Xeon® processor E5-2697 v3 (2.6GHz, 14 cores), 256 GB memory (8x 32GB @2400 MT/s, DDR4 LRDIMM), 4x Intel® SSD DC P3600 2 TB, CentOS* Linux* 6.6, Intel® Composer 2015.2.164, INTES
  PERMAS V15.10.10. Intel® Xeon® processor E5-2697 v4 based server configuration: 2-socket Intel® Xeon® processor E5-2697 v4 (2.3GHz, 18 cores), 256 GB memory (8x 32GB @2400 MT/s, DDR4 LRDIMM), 4x Intel® SSD DC P3600 2 TB. CentOS Linux* release 7.2. Intel® Composer 2015.5.223. INTES PERMAS V16.00. New configuration: Intel® Xeon® Gold processor 6148 (2.4 GHz, 20 cores), 384 GB memory (12x 32GB @2400 MT/s, DDR4 LRDIMM), 3x
  Intel® SSD DC P3600 1.6 TB, CentOS* Linux* release 7.3. Intel® Composer 2015.7.235. INTES PERMAS V16.00.
3 Testing conducted on INTES* PERMAS*, May 2017. Intel® Xeon® processor E7-8890 v3 based server: 4-socket Intel® Xeon® processor E7-8890 v3 (2.5 GHz, 18 cores), 256 GB memory (16x 16 GB @ 1333 MT/s, DDR3), 4x Samsung 840pro 512GB and 6x Seagate ST3300657SS, CentOS* Linux* 7.1, Intel® Composer 2015.2.164, INTES PERMAS V15.10.12. Intel® Xeon® processor E7-8890 v4 based server:  4-socket Intel® Xeon® processor E7-8890 v4
  (2.2 GHz, 24 cores), 256 GB memory (16x 16 GB @ 1333 MT/s, DDR3), 4x Intel® SSD DC P3600 1.6 TB, CentOS* Linux* 7.2, Intel® Composer 2015.5.223, INTES PERMAS V15.99.015. New Configuration: 4-socket Intel® Xeon® processor Platinum 8180 (2.5 GHz, 28 cores), 768 GB memory (24x 32GB @ 2400 MT/s, DDR4 LRDIMM), 4x Intel® SSD DC P3600 1.6 TB, CentOS Linux* release 7.3, Intel® Parallel Studio 2017.2.174, INTES PERMAS V16.00.302
4 In-memory configuration: 4-socket Intel® Xeon® processor E7-8890 v4 (2.2 GHz, 24 cores), 4096 GB memory (32x 128 GB @ 1867 MT/s, DDR4), CentOS* Linux* 7.2, Intel® Composer 2015.7.235, INTES PERMAS V16.00.223. New Configuration: 4-socket Intel® Xeon® processor Platinum 8180 (2.5 GHz, 28 cores), 768 GB memory (24x 32GB @ 2400 MT/s, DDR4 LRDIMM), 4x Intel® SSD DC P3600 1.6 TB, CentOS Linux* release 7.3, Intel® Parallel Studio
  2017.2.174, INTES PERMAS V16.00.302 

Software and workloads used in performance tests may have been optimized for performance only on Intel® microprocessors. Performance tests, such as SYSmark* and MobileMark*, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your 
contemplated purchases, including the performance of that product when combined with other products.

All information provided here is subject to change without notice. Contact your Intel representative to obtain the latest Intel product specifications and roadmaps.

Normalized performance is calculated by assigning a baseline value of 1.0 to one benchmark result, and then dividing the actual benchmark result for the baseline platform into each of the specific benchmark results of each of the other platforms, and assigning them a relative performance number that correlates with the performance improvements reported.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are 
intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice.

No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this document.

The products described may contain design defects or errors known as errata which may cause the product to deviate from published specifications. Current characterized errata are available on request.

The cost reduction scenarios described are intended to enable you to get a better understanding of how the purchase of a given Intel based product, combined with a number of situation specific variables, might affect future costs and savings. Circumstances will vary and there may be unaccounted-for costs related to the use and deployment of a given product. Nothing in this document should be interpreted as either a promise of or contract for a 
given level of costs or cost reduction.

Copyright © 2017 Intel Corporation. All rights reserved. Intel, the Intel logo, Intel Xeon Phi, and Xeon are trademarks of Intel Corporation in the U.S. and other countries.

*Other names and brands may be claimed as the property of others. 0814/JRR/MESH/PDF 336114-001US


